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OBJECTIVE

Today, we are trying the achieve the following objectives:

- To understand simple classification machine learning
- To train an ML model
- To test an ML model

And finally:

- To check if we would have survived if were on Titanic?



TITANIC

TITANIC



TITANIC

Titanic was a British passenger liner that sank in the North Atlantic 
Ocean on 15 April 1912 after striking an iceberg during her maiden 
voyage from Southampton, England, to New York City, United 
States.

Of the estimated 2,224 passengers and crew aboard, more than 
1,500 died, making it the deadliest sinking of a single ship up to 
that time.
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STATS, ML & AI
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TITANIC STATISTICS vs ML vs AI
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CLASSIFICATION
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TITANIC CLASSIFICATION
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TITANIC CLASSIFICATION
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DECISION TREE

TITANIC



TITANIC DECISION TREE

A decision tree is a decision support hierarchical model that uses a 
tree-like model of decisions and their possible consequences, 
including chance event outcomes, resource costs, and utility. It is 
one way to display an algorithm that only contains conditional 
control statements.

The goal is to create a model that predicts the value of a target 
variable by learning simple decision rules inferred from the data 
features.

PROS:
- Simple to understand and to interpret. Trees can be visualized.
- Requires little data preparation.
- Able to handle both numerical and categorical data.
- Able to handle multi-output problems.

CONS:
- Decision trees can be unstable because small variations in the 

data might result in a completely different tree being generated.



TITANIC DECISION TREE

Example:
Are you fit?

Features:
- Age
- Eat Pizza
- Exercise

Label (to be predicted):
- Fit
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TITANIC EVALUATION

Once the model is trained, it is time to evaluate the model and 
measure how accurate the model is.

The common metric for classification problems is “Accuracy” or the 
percentage of correct predictions out of all predictions.

METRIC:
- ACCURACY = True Predictions / Total Predictions

TRAIN/TEST Split:

Data should be split into two sets of Train and Test:

- Train:
- Train set is being used to generate the decision tree

- Test:
- Test set is being used to evaluate the decision tree

Train Set Test Set

Whole Data

- To train and build 
the ML model

- To test and 
evaluate the ML 
model
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TITANIC DECISION TREE

Records: 1,309 records

Columns:
- Passenger Name
- Passenger Class
- Sex
- Age
- Number of Siblings
- Number of Parents / Children Aboard
- Ticket Number
- Fare
- Cabin
- Port of Embark

And finally:
- Survived?
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TITANIC DEMO
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Please download and install RapidMiner Studio…
https://rapidminer.com/



TITANIC DEMO
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TITANIC DEMO - TRAIN & TEST
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TITANIC DEMO - DECISION TREE
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TITANIC DEMO - EVALUATION
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SURVIVAL?
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TITANIC TITANIC
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TITANIC CLOSING

- Machine Learning (ML) classification can be used to classify 
objects based on their given features (parameters)

- Decision Tree is one of the classification algorithms which is 
easy to interpret and understand.

- Accuracy of the decision tree is dependent on data quality and 
its relevance to the problem.

- Decision Tree finds hidden patterns in the data

- Decision Tree can help us recognize the importance of features 
in order to get the correct answer
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