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Abstract Emotions play an important role in human

interactions. They can be integrated into the computer

system to make human–computer interaction (HCI) more

effective. Affective computing is an innovative computa-

tional modeling and detecting user’s emotions to optimize

system responses in HCI. However, there is a trade-off

between recognition accuracy and real-time performance in

some of the methods such as processing the facial

expressions, human voice and body gestures. Other meth-

ods lack efficiency and usability in real-world applications

such as natural language processing and electroencepha-

lography signals. To accomplish a reliable, usable and

high-performance system, this paper proposes an intelli-

gent hybrid approach to recognize users’ emotions by using

easily accessible and low computational cost input devices

including keyboard, mouse (touch pad: single touch) and

touch screen display (single touch). Using the proposed

approach, the system is developed and trained in a super-

vised mode by artificial neural network and support vector

machine (SVM) techniques. The result shows an increase

in accuracy of 6 % (93.20 %) by SVM in comparison with

the currently existing methods. It is a significant contri-

bution to show new directions of future research in emotion

recognition, user modeling and emotional intelligence.

Keywords Affective computing � Human emotion

recognition � Keyboard keystroke dynamics � Mouse touch

pad movement � Touch screen monitor � Human–computer

interaction (HCI)

1 Introduction

Human interaction is an important role in human commu-

nication. It builds trust and exchanges beliefs. These

interactions can be categorized as a verbal or nonverbal

communication. Human emotion is a type of nonverbal

message, which plays an important and effective role in

communications. People understand each other’s emotions

in their interactions, and it leads to a better and more

reliable communication.

Nowadays, people spend a lot of time with digital

gadgets such as personal computers, PDAs, tablets and

smart phones. Intelligent systems are moving forward by

providing means of communication among their users by

employing various methods and technologies. They try to

understand their users’ needs, therefore, to personalize

their interface. Recognition of human emotions is a step

into the future of artificial intelligence to have computers

behaving more similar to human.

Human emotion recognition systems fall into various

different categories from gaming to business applications.

Emotional intelligent systems can respond to the users

according to their emotions and build a connection between

computer and users more naturally [1].
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Users often talk about their computers, and they

describe the interface as the system underlying it, which is

almost consistent among the majority of users [2]. In order

to make people-friendly technologies, interfaces are mod-

eled based on the people who interact with it. In the

development of application interfaces, it is necessary to

incorporate all aspects of human behavior, including cul-

tural and social competence and awareness in the design

considerations [3].

Generally, a transmitted message consists of two major

channels, which are sending explicit and implicit messages.

Explicit messages are about the message owner features.

Implicit messages can be about anything, and not even

special. Implicit messages are not very well known, which

require a lot of efforts to comprehend. The emotions of the

speaker are included in the second type of channel in

implicit messages [4]. Emotions are discussed by three

parameters. The first parameter is Arousal, which shows

the energy of feeling. In the literature, they are classified

with different names as emotions. Happiness, sadness, joy,

etc. are examples of arousals. The second parameter is

Valence. Valence presents whether the feeling is pleasure

(positive) or displeasure (negative) in case of the energy.

And the third parameter is Dominance. Dominance shows

the strength of the emotion, and it explains how strong an

emotion is. Most of the current emotional-aware systems

consist of only arousal and valence parameters. Integration

of dominance is useful if and only if a high accurate rec-

ognition of arousal is achieved.

Affective computing is a new research area, which

studies the recognition, interpretation, process and simu-

lation of human affects [5]. Due to the novelty of this

area, it suffers from serious challenges such as: (1) per-

forming in real time, (2) reliable recognition accuracy and

(3) applicable on most of available computers. This paper

presents an accessible, achievable and implementable

hybrid method for a large group of available computer

systems. This methodology recognizes human emotions

by using common input devices such as keyboard, mouse

(touch pad) and touch screen displays. These devices are

available on most of currently available personal

computers.

1.1 What is emotion?

Figure 1 illustrates the states of emotions and their per-

sistency in time. Emotions that last only few seconds are

Expressions; recognizing the expressions is not useful, and

they are very complicated because of their short life span.

The second state is very similar to expressions, but it may

also last alongside with expressions. This type is called

Autonomic Changes. It takes a few seconds; then, a little

later, it does not exist anymore. The third state of the

emotions that last from seconds to minutes is Attitude.

Attitudes recognition by the system or human might be

useful. The fourth state is Self-Reported (full blown)

emotions, which may last from minutes to hours. Most

researchers working in affective computing are concen-

trating on this state of emotion. This emotional state is

guaranteed to be fixed for a time to be processed and

recognized. Therefore, the user’s computer system has

enough time to respond properly to these emotions. The

next type of the emotional state is Mood. Mood is a kind of

emotion between hours and months. The sixth state is

Emotional Disorders, which lasts from weeks to years.

Finally, the seventh is Traits, which may last for a lifetime,

and it can be considered as a part of human characteristics.

Moods and emotional disorders can be recognized by fur-

ther processing of the Self-Reported emotions [4].

Some mental states are placed in the different emotional

states above. They may exist as expressions or even as

traits. For example, happiness can be considered as a Self-

Reported (full blown) emotion, mood or even a trait [6].

1.2 Classification of emotions

In psychological studies, emotions are classified in various

groups. Some researchers classified the emotions based on

their own requirements on the research. In Sanskrit, a

group of nine emotions is selected as the Basic Emotions as

below [7]:

• Sexual passion, love, delight

• Amusement, laughter, humor, mirth

• Sorrow

Fig. 1 States of emotion

categories based on the time
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• Anger

• Fear, terror

• Perseverance, energy, dynamic energy, heroism

• Disgust, disillusion

• Amusement, wonder, astonishment, amazement

• Serenity, calm

Another classification of emotions is done by Plutchik,

which is known as Plutchik’s emotion wheel [4]. In this

classification, eight emotions are described in a circular

way that each emotion is close by properties of the next

emotion by an angle. These emotions are illustrated in

Fig. 2.

Plutchik emotions list is the most common used classi-

fication in affective computing. Cowie et al. presented a

table of emotional words from Whissell and Plutchik to

represent each emotion in three dimensions of Activation,

Evaluation and Angle [2]. Different emotions are classified

in various rates, and the resulted value would be matched

to the rates to detect the proper emotion related to the

context. Angle is called emotional orientation. For exam-

ple, the value for Acceptance is considered 0, Disgust is

180, Apathetic is 90 and Curious is 270. The other emo-

tions between these emotions on Plutchik emotion wheel

have a range between them. This measurement is based on

a circular degree from 0 to 359. Activation is another

important feature, which shows the possible emotion states.

Activation value has been determined by Whissell. There

are some differences in Plutchik and Whissell methods of

representing the emotions. For instance, Fear and Anger

are two opposite emotions in Plutchik’s wheel, but they are

close in Whissell’s method. Most research has used

Whissell activation for their computations [2].

Emotions are universal expressions. In a comparative

cultural study, people were asked to identify which emo-

tion could be seen in standardized photographs of faces? It

was shown that people all over the world can accurately

assign these aforementioned emotions using the facial

expression; thus, the question could be answered by uni-

versal emotions [8].

2 Affective computing methods and technologies

Affective computing has been a challenging and attractive

research area for a long time. Researchers have tried var-

ious methods and techniques to achieve their goals of

recognizing the proper emotion of the computer users.

Some of the major methods and technologies, which

recently were used, are listed below:

• Facial expression recognition

• Body gesture recognition

• Natural language processing (NLP)

• Voice recognition

• Electroencephalography (EEG) signal processing

• Physical human–computer interaction:

• Keyboard

• Mouse (touch pad)

• Touch screen monitor (single touch)

Facial expression and body gesture recognition are

mostly based on the image processing techniques. They

work by capturing the facial image of the user and pro-

cessing the video of the body movements to recognize the

emotion. These two methods are the most common meth-

odologies in affective computing. NLP and voice recog-

nition work on the language patterns. They process the

pattern of the user’s talks by analyzing the words, defini-

tions and intonations. Electroencephalography (EEG) sig-

nal processing is the most recent method. This device was

previously used in medical experiments. The other method

is through normal input devices like the keyboard, mouse

(touch pad) and touch screen, which are ubiquitous.

2.1 Facial expressions recognition

Facial expressions are the reflex of different emotions on

the human face; actually, it is the change of muscles

position in the face, eyes or skin to show an emotion [9].

There are basically six emotions and about 17 sub-emo-

tions, which can be classified in facial expressions [10].

Those six emotions are Joy, Surprise, Fear, Anger, Disgust

and Sadness, and the 17 sub-emotions are listed as Anger,

Concentration, Confusion, Contempt, Desire, Disgust,

Excitement, Empathy, Fear, Flirt, Frustration, Glaring,

Happiness, Sadness, Snarl, Surprise and Love.

Facial expressions are considered as nonverbal com-

munication. It sends the emotion to the other side of the

communication channel without expressing a single word

or phrase. In some countries like USA, the facial expres-

sions are used in the sign language [11]. Facial expressions

are different from one country to another. In Asian coun-

tries, the intensity of facial expressions is less than the

other countries, because among some Asian cultures, it is

Acceptance

Fear

Surprise

SadnessDisgust

Anger

An�cipa�on

Joy

Fig. 2 Plutchik’s ‘‘Emotion Wheel’’ [4]
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rude to show some specific emotions on the face. There-

fore, showing some negative emotions may cause a dis-

harmony in the society [7].

For more than a decade, researchers in computer science

have tried to recognize emotions by processing the facial

expressions. This method is based on image processing. It

captures a facial image. Then, it extracts the feature points

and analyzes the location of each feature point with the

other points. At the end, it can recognize the proper emo-

tion from the facial image [12–14]. Figure 3 demonstrates

the feature points on two volunteers for facial expression

recognition.

As image processing techniques are time-consuming

with high computational time, decreasing the number of

feature points on a face may decrease the computational

time. However, the accuracy of the system remains reli-

able. Some researchers used human visual cortex (HVC)

and radial encoding to improve the performance [15].

Konar et al. [16] used type-2 fuzzy model on facial

expressions to recognize emotions. He partially succeeded

in multi-level recognition of emotions (dominance

parameter), and he gained 88.66 % in recognition accu-

racy. Kao and Fahn [17] used a combination of several

machine learning methods as ABA and CART on facial

expression, and they achieved a high accuracy of 90 %.

Ilbeygi and Shah-Hosseini (2012) used fuzzy inference

system (FIS) on facial expressions with the accuracy of

93.96 %. In addition, Genetic Algorithm was applied to

tune the parameters of the membership functions [18].

95.24 % of accuracy on the facial expression datasets of

JAFFE and MUG is achieved in 2013 [19]. They used the

cloud computing to perform their research. This result was

based on the analysis on popular databases. However, the

images taken in a real situation would be different and

troublesome due to the image noises.

Facial expression recognition has some advantages that

they are known as the positive points of this method. These

positive points are as follows:

• It is based on image processing, which is a supervised

method.

• A normal camera can be used for this method.

• It can be integrated with body gesture recognition.

• Extra (explicit) information such as the estimation of

the user’s age and gender can be extracted by image

processing.

Fig. 3 Feature points on facial

expressions recognition are

shown in white dots
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As the image processing techniques are the positive

points of this method, itself, it is also a negative point for

facial expression recognition. The process complexity of

the facial expression recognition cannot be reduced to a

simple algorithm with low computational cost [20]. The

available challenges in facial expressions recognition are

listed below. These challenges make the system far from

real-time processing and anytime availability:

• Image processing is time- and resource-consuming.

• A camera is required, which may not be available in all

cases.

• The user should be facing toward the camera, and the

head direction changes may distract the recognition

process.

• Multiple faces in captured picture by camera may

confuse the system in the procedure.

• Noises and external objects in the picture may interrupt

the recognition process.

• Privacy issues by using video camera exist for many

users.

Besides the above problems in facial expressions, two

emotions may have similar facial expressions in different

cultures. Therefore, it would be difficult to recognize the

proper emotion. A hybrid method of recognition by using

facial expression recognition in parallel with other methods

may come as a solution to overcome this problem.

2.2 Body gesture recognition

Body gesture is another nonverbal communication among

people. It exchanges messages without textual or vocal

phrases. Body gesture is a visible and visual message,

which is mostly conducted by hands and head. In some

gestures, the whole body can be used as a sign. In some

cultures, body and hand gestures are used in parallel with

the speech to clarify and emphasize the concept of the

speech [21]. They are also known as a mean to transfer the

emotions while speaking [22].

History of body gesture goes back to more than

500 years ago. There are lots of people who worked on the

gesture to analyze the language structures or even to

describe human personality through the gestures. John

Bulwer in 1644 [23] discussed about body gestures, their

importance and their usage in the daily speaking. Later on,

in 1832, Andrea De Jorio [24] elaborated and extended the

definition of gesture expressions. Since then, this research

area has been continued, and researchers are still working

on the different important aspects of gestures on human

life. For instance, we can name David McNeill [25] or even

Susan Goldin-Meadow [26] who has worked in this area.

Body gesture recognition can be done in online and

offline modes, and the pictures can be rendered and

processed in 3D and 2D (appearance based). The affective

computing extracts the features of body gesture to recog-

nize the emotions of the user. Gunes et al. [27] even gained

an accuracy of 81 % in human emotions recognition by

analyzing the body gestures, and some other researchers

like Glowinski et al. [28] only tried to propose a new

solution for processing the body gesture toward the rec-

ognition of emotions. Chen et al. [29] tried a hybrid model

of body gesture and facial expressions recognition. In their

initial test, they evaluated each body gestures and facial

expressions separately, and they could achieve an accuracy

of \70 %. And in the hybrid model, they improved their

initial result up to 72 %.

Image processing is used in body gesture recognition

similar to facial expression recognition. So, the advantages

and disadvantages of this technique are limited to image

processing limitations, and they are similar to the limita-

tions of facial expression recognition. Beside good and

reliable accuracy of this method, high computational time

and resource-consuming are the main weaknesses of this

technique.

Privacy is an important issue that users do not feel

comfortable to be recorded by video cameras.

2.3 Natural language processing (NLP)

The other way of emotional exchange among people in

social life is using words. Each adjective, verb or generally

a word can represent emotional states in a sentence. An

obvious example of this natural state is recognition of a

person’s emotion while somebody is reading a letter or a

short message (SMS).

Ortony, Clore and Collins (OCC) model [30] with 22

emotion rules was also used for human emotion recogni-

tion. This model presents a knowledge base (KB) of words

and emotions, which are customized for each person. Li

et al. [31] enhanced and improved the OCC model from 22

rules into 16 rules. They also used five-factor model (FFM)

to analyze the emotional rules on each dimension. At the

end, they tested their own system by two experiments, and

they gained their best result in Anger for 74.1 % and the

worst in Pity for 58.1 %.

Social networks were also concerned in some research.

For instance, Twitter has 340 million tweets per day. In

2013, Spanish Twitter corpus was evaluated with the

accuracy of 65 % on emotions recognition by applying

multinomial naı̈ve bayes (MNB) machine learning method

on n-gram features [32]. In this research, unigram pre-

sented the best results on classification.

Calvo and MacKim [33] developed two different com-

putational models based on NLP for emotion recognition.

They used four datasets with an emotional thesaurus and a

bag of words. LSA, PLSA and NMF dimensionality
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reduction techniques are employed to evaluate the recog-

nition. Their best result was related to Anger/Disgust and

Joy with the accuracy of 77.3 % by using NMF-based

categorical classification (CNMF) [33]. Their achieved

performance is near to Li et al. (2008) with 75.9 on

distress.

NLP in affective computing is improving, but still it is

far from being used in commercial applications. So far,

only a few types of communication are based on the text,

and this method is only available on few resources and

media. Moreover, language differences cause different

emotional patterns, and NLP should be done separately on

different languages and cultures [7].

2.4 Speech signal processing

Voice/Sound/Speech processing is the science of analyzing

the tones and the spectrum of the sound to extract a

meaningful concept. The voice recognition method is based

on the signal processing techniques. A very common usage

of voice recognition is converting human voice to the text,

which can be found in recent computers, handheld devices

and mobile phones. Speech processing has stronger litera-

ture for user identification. To date, in speech signal pro-

cessing, the average accuracy of user identification/

authentication is higher than emotion recognition [34].

Emotions have a direct influence on the human voice.

This may result in differences in voice tones and vibra-

tions. A natural example of this nonverbal message is

recognition of emotion while you are talking on the phone

[35, 36]. These changes can be marked in a sound spectrum

as identification. This research area goes back to query by

humming [37], which basically works on searching through

sounds. Then, by improving those methods, we are able to

mark and identify these emotional changes inside the

voice. Generating identification of emotional states in the

sound is called fingerprint. The fingerprint is nothing more

than marked top frequencies in various and different fre-

quency rates in a spectrum [38]. After that, these finger-

prints would be matched with a collected series in database

or knowledge base to retrieve an equivalent emotion.

Despite all the above efforts, the recognition accuracy of

this method is still low, and it is unreliable to be used

independently in a system. So, it is preferred to be used in a

hybrid with the other methods. Amarakeerthi et al. [39]

combined it with postures and body gestures; Kleckova and

Pittermann et al. [35, 40] integrated with NLP methods.

Wang et al. and Hunag [36, 41] integrated it with visual

and facial recognition. Although emotion recognition is

possible through the sound, this technique can be used to

identify the gender [42]. The registered patent in 2014 in

USA by Krishnan and Fernandez only shows the accuracy

of 40–50 % in emotion recognition by analyzing the

human speech. They used statistical and MFCC features to

compare the speech and reference sample in order to rec-

ognize the proper emotion [43].

2.5 Electroencephalography (EEG) signal processing

Electroencephalography (EEG) records electrical activities

and changes of neurons along the scalp. It works by mea-

suring the voltage of ionic current flows in the neurons of

the brain. This device was previously used in neurology

and medical purposes, but today as its cost has decreased,

computer scientists use it in their own applications. There

are some laboratory-based computer games and applica-

tions, which work by using EEG. Figure 4 shows an

installed EEG on the scalp of a woman.

EEG works with a high accuracy as it works directly

with the brain activity. Liu et al. [44] in Singapore used

machine learning and collected EEG data (signals) with the

labeled emotions for training. Later, these results were

compared with the valence and arousal of real emotions in

the detection. This is the general procedure of machine

learning methods, which works based on training and

testing (application) sessions iteratively. Schaaff [45] has

also tried this device in affective computing and reached

66 % of accuracy. Then, Guangying et al. [46] used sup-

port vector machine (SVM) to improve the performance of

the system with the reported recognition rate of more than

83.33 %.

Most of the reported performances on emotion recog-

nitions by EEG are not competitive with the other available

methods. However, in 2013, 91.33 % of accuracy by EEG

is achieved by using four frequency bands, namely alpha,

beta, gamma and alpha to gamma. Probabilistic neural

network (PNN) and K-nearest neighbor (KNN) are used in

their research, and their highest accuracy was made by

KNN [47].

Despite the reliable results of EEG signal processing,

this device is not available and cheap to be easy to access.

Fig. 4 A simple installed electroencephalography (EEG)
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Also, installation and maintenance of this device require

technical experts and trainings. This device is only acces-

sible and usable in laboratory/research level. It might be a

long time before it is used as a common device among

computer users and to be sold as an accessory.

2.6 Common input devices

Every day, people are using some regular input and output

devices to interact with digital systems. Mice (touch pads),

keyboards and touch screen monitors are the common input

devices. At least one of these devices is available and

accessible on all computers and digital systems [48–50].

Monrose et al. authenticated the computer users by

keystrokes dynamics on keyboard in 2000. They tested on

17 computer programmers. The system was successful to

identify all users by their keystroke patterns while typing a

specific word or phrase with the accuracy of 92.14 %.

However, there was a challenge in his research. At the time

of training and testing the system for authentication pro-

cess, the users should be in the same emotional state.

Otherwise, the keystroke pattern would be changed;

therefore, the computer cannot identify the user properly

[51, 52]. Meanwhile, they implied that human emotions

reflect on the keystroke dynamic patterns.

Schuller et al. [48] from Technical University of Munich

in 2004 worked on emotion recognition by analyzing the

mouse movement patterns and clicks on the screen. They

used the SVM to train the system and achieved a reliable

accuracy of emotion recognition on four major emotions.

They got a recognition accuracy range between 77.7 and

90.2 % for mouse interaction and the range of 43.3 and

92.7 % for touch screen interactions. They also performed

a hybrid experiment of mouse and touch screen

interactions.

Milanova et al. [49] tried to increase the reliability of the

facial recognition by integrating keyboard keystrokes

analysis. Their research showed an average of 8 %

improvement by using a combination of methods rather

than a single facial expression at that time. Epp et al. [53]

used keyboard keystroke dynamics to classify emotions.

They achieved the highest accuracy of 87.8 % for Sadness,

and the least 77.4 % for Neutral or Relaxation. They also

used Kappa statistics to measure the membership value of

the emotions in classification. They used C4.5 supervised

machine learning method in Weka software [54] for

classification.

Common input devices are available and easy to access

to be used for human emotions recognition. To the best of

our knowledge, mostly only one input device is used to be

processed and analyzed; however, a combination of devi-

ces is preferable. The main weakness of using input devices

is having different patterns of usage by various users. For

example, users’ keystroke dynamics on keyboard are dif-

ferent, and the level of proficiency in computer alters the

results of the analysis. In such case, the result of using

input devices cannot be extended to other users without

consideration of users’ similarities.

2.7 Critiques

As discussed earlier, there are still unanswered problems

and open challenges in this research area. Some of those

challenges are covered in this research as we walked

through and analyzed the possibilities.

Even though facial expression recognition gained a high

accuracy in emotions recognition, in real-time processing,

still it is inferior to the other methods. Because image

processing techniques are time- and resource-consuming,

NLP and common input devices can be used for real-time

applications. However the reported recognition results of

NLP and common input devices in recent research litera-

ture are not satisfying.

Some technologies such as EEG machines are expensive

and not easily available and usable in daily life. The other

methods of affective computing which use microphone,

camera and other input devices are much cheaper and more

available. But because of the security and privacy issues,

many users may not allow usage of microphones and

cameras. This issue limits the number of developed

applications for facial expression recognition, body ges-

tures recognition and voice processing.

Even though the ability of emotion recognition by com-

mon input devices has been proved, but the low accuracy still

keeps the door and questions open in the affective computing

research area. Table 1 shows the positive and negative fea-

tures of various methodologies in affective computing to

detect human emotions. In this table, the best achieved rec-

ognition accuracies are also listed.

2.8 Problem statement

Affective computing can be applied in commercial and

daily software applications, when the system can achieve a

high reliable accuracy and low false-positive in emotion

recognition. Affective computing has been utilized by

various methods and techniques to achieve this goal, but

still is far away. There are some challenges from different

perspectives, which make it an open research area to work

on [4, 59, 60]. The first challenge is to achieve a higher

accuracy in emotion recognition with a reliable precision

(relatively low false-positive rate) [12, 27, 56]. The avail-

able techniques are not reliable and accurate enough to be

employed in real-world applications. Every day, new

techniques and methods are being introduced, and com-

puter systems are becoming faster and smarter. Therefore,
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we can apply new methods and hypotheses to gain better

results with a higher performance. The second challenge is

the real-time processing [16, 41, 51]. Image and signal

processing are the most common techniques used in emo-

tion recognition. However, both techniques are time and

computational resource intensive. It is very important to be

able to recognize the user’s emotion in real-time online.

The third challenge is using the available and cheap

hardware for the recognition process [49, 52, 53]. For

instance, the EEG devices are not easily available, not-

portable, difficult to install and expensive. The desired

solution here is to work on the ability of identifying

emotions by available, easy to carry and cheap devices

such as normal input devices like mouse (touch pad),

keyboard and touch screen displays.

2.9 Trust

The recent problem, which was introduced by Simon Sinek

at a TEDx presentation in Maastricht, Netherlands [61], is

the lack of direct interaction among the people in a society

by using the technology and electronic media. This phe-

nomenon made the communications faster than before, but

the level of trust in human life has been decreased. Trust is

a human interaction. It is made among the people who

believe what the others believe. Meanwhile, electronic

communication degraded the happiness and passion of

communication. This split can be healed by importing the

natural human emotions into the digital communication

[60].

This research proposes a solution for human emotions

recognition to address the three mentioned problems. We

applied a hybrid methodology on analysis of the users input

using common input devices such as keyboard keystroke

dynamics, mouse (touch pad) movements, and touch screen

monitor interactions. Combining the results of analysis of

three devices will provide a higher accuracy in emotions

recognition as these devices are available on most of

computer systems. Fast learning techniques for data clas-

sification are chosen to provide faster recognition and to be

closer to real-time processing.

3 Methodology

The methodology is based on prototype software, which

records the user’s interaction data from mouse (touch pad),

keyboard and touch screen interactions. This methodology

is known as experience sampling methodology (ESM) [62].

A prototype application was designed and developed to

collect the required data from users’ interactions. This

software was installed on the volunteers’ computers for a

specific period of time (1 month) to process and analyze

users’ emotions.

In this study, the universal emotions by Paul Ekman [56]

have been selected. Then, the dataset was minimized into

four emotions. This action helps to minimize the data

scattering in the recorded dataset and also to compare the

results with the other scholars. These four emotions are as

follows:

Table 1 Pros and cons of different methodologies in affective computing and their highest achieved accuracy

Method Accuracy

(%)

Pros Cons References

Facial

expression

95.24 Supervised method

Cheap equipment

Extra information

Time- and resource-consuming

Noise

Image processing problems

Privacy issues

[15, 20, 29, 55, 56]

EEG 91.33 It can be extended for real-time

processing

Expensive device

Low recognition accuracy on dominance

emotion

[44–47]

Body gesture 81 Supervised method

Cheap equipment

Extra information

Time- and resource-consuming

Noise

Image processing problems

Privacy issues

[27, 29]

Voice

recognition

78.64 Accurate

Integrated into interactive user

interfaces

Cultural and language differences

Time- and resource-consuming

[34–36, 39, 41–43]

NLP 77.30 Easy implementation Not accurate enough

Cultural and language differences

Not being real time

[31–33, 57, 58]
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• Neutral (includes emotion of happiness and as per-

ceived normal mood)

• Fright (afraid) (includes helplessness, confusion and

surprise)

• Sadness (includes primarily sadness, anger and

resentment)

• Nervousness (including nervous, fatigue and light-

headedness)

The keyboard keystroke dynamics, mouse (touch pad)

movements and touch screen interactions of 50 users were

collected. Every 4 hours, users were asked to enter their

current emotion (Self-Reported emotion). This procedure

continued for 1 month; then, the collected data were used

in RapidMiner for classification.

For evaluation of the mouse (touch pad) and touch

screen interaction, the methodology presented by Schuller

[48] has been used. For data collection, all the mouse

movements and mouse (touch pad) keystrokes were col-

lected; meanwhile, in the similar research, only a limited

number of the features were analyzed. Also, evaluation

method of the touch screen interactions is retrieved from

Schuller et al. keyboard features that were also presented

by Monrose and Rubin [51] for authentication purposes;

however, the emotions were the weakness of their research.

This weakness arises from the emotions interrupting the

authentication process during keyboard keystroke dynam-

ics. In this research, the keyboard keystroke dynamics

features used to analyze the emotions are based on their

study.

These 50 users were selected with various cultural

backgrounds. Then, the prototype application was installed

on each of the user’s personal computer. Prototype appli-

cation recorded the interactions for 1 month and prompting

the users to enter their own proper emotions with defining

the level of each emotion. These users were mostly settled

physically in Malaysia, Germany and Iran.

One of the most important processes of data preparation

is data cleaning to remove all redundant and inaccurate/

incomplete entries from data. As these data are recorded by

a prototype application, each entry is checked at the time of

recording to avoid the representation of incomplete data.

No data collection in this research has been conducted

manually.

3.1 Keyboard

Keystroke dynamics are habitual rhythmic patterns of

typing. These features are used in biometrics for identifi-

cations for more than a decade. Representation shows the

input values as the words. When the user is typing, he is

actually representing his identity. The next step is features

extraction where the system extracts and defines the

features as a fingerprint and records them in a database.

The last section is classification that matches the extracted

features of a new user with the existing features in the

database to identify him/her. This research has used the

similar method, but there are differences to identify the

emotions instead of the users.

3.1.1 Keystroke dynamics features

There are three major features in keystroke dynamics as

below:

• Key down-to-down

• Key down-to-up

• Key up-to-down

The above features have worked well on users’ identi-

fication in a neutral emotion. The first feature, the key

down-to-down feature measures the time between sub-

sequent key presses. This feature has two hidden parame-

ters as duration and latency. These parameters are basically

the next features of keystrokes. Key down-to-up is the

exact time between pushing and releasing a button. This

item can also be considered as duration. Duration is the

spent time for one character. The last feature is key up-to-

down that it is also called latency. Latency is the wasted

time between typing two characters. Research showed that

the latest two features are 10 times more in a novice typing

in comparison with a professional and expert user [51].

The keystroke features (KFs) were selected from the

timing differences of single keystrokes, digraphs (two-let-

ter combinations) and trigraphs (three-letter combinations)

[53]. For each feature, the mean and standard deviation are

calculated, because during a sample period, the user might

enter the same sequence of keys more than once (e.g.,

entering ‘th’ twice during the sampling period). The fol-

lowing 15 features are defined for the keyboard keystroke

dynamics:

• KF1 The duration between first and second down keys

of the digraphs.

• KF2 The duration of the first key of the digraphs.

• KF3 Duration between first key up and next key down

of the digraphs.

• KF4 The duration of the second key of the digraphs.

• KF5 The duration of the digraphs from first key down

to last key up.

• KF6 The number of key events that were part of the

graph.

• KF7 The duration between first and second down keys

of the trigraphs.

• KF8 The duration of the first key of the trigraphs.

• KF9 Duration between first key up and next key down

of trigraphs.

Neural Comput & Applic

123



• KF10 The duration between second and third down

keys of the trigraphs.

• KF11 The duration of the second key of the trigraphs.

• KF12 Duration between second key up and next key

down of trigraphs.

• KF13 The duration of the third key of the trigraphs.

• KF14 The duration of the trigraphs from first key down

to last key up.

• KF15 The number of key events that were part of the

graph.

3.1.2 Keystroke dynamic framework

As a standard framework, there are twenty (20) sets of

characters, which are defined as a fingerprint for keystroke

dynamics. A graph of duration and latency for each of

these 20 sets represents a unique identity that was used for

user identification. This fingerprint is applied to match with

the user’s emotions instead of user’s authentication. These

twenty sets are as follows [51]:

The above sets are chosen in English language as they

have been occurred the most in an English context. Users

in different emotional states type the words by different

durations and latencies, and the above sets are chosen to be

recorded as the user’s fingerprint.

Figure 5 shows a sample of recorded keystroke

dynamics of a user with a neutral emotion. This figure is

considered as the user’s fingerprint in a neutral emotional

state.

3.2 Mouse (touch pad: single touch)

It seems reasonable to divide the mouse (touch pad: single

touch) movements into two different groups. The first

group is the movement of the mouse without using the left

mouse (touch pad) button pressed. The second group is

where the mouse button is pressed. An attempt is made to

dwell mainly on the following motion characteristics.

• Which way the mouse (touch pad) moves?

• What is the mouse (touch pad) speed?

• How long is it moved?

Figure 6 shows a mouse (touch pad) movement from the

starting point to the end point or click point.

3.2.1 Click: features of the mouse (touch pad) movement

By looking at the mouse (touch pad) movement example in

Fig. 6, we can simulate the situation and the total distance

travelled via corresponding screen coordinates. This stretch

of click to click represents the shortest distance between

start and end points of the mouse movement on the screen.

3.2.2 Characteristics of the place

This curve extracted from the mouse movement in Fig. 6 is

then transformed into a two-dimensional coordinate sys-

tem; as mentioned previously, the ideal line corresponds to

the x-axis of the coordinate system, and the y-axis therefore

describes a measure of the local variation of the mouse

(touch pad) movement from the ideal line. In Fig. 7, mouse

movement curve, as shown in Fig. 6, has been transformed

and is depicted in conjunction with overlay sampling

points.

Fig. 5 Sample of recorded keystroke dynamics by latency and

duration (A user’s fingerprint) [51]

Mouse 

Ideal Mouse 

Click Point 

Start Point 

Fig. 6 Example of a movement of mouse (touch pad) without left

mouse button pressed. Red (straight) vector showing the magnitude

and direction of the mouse movement. Blue (curved) actual mouse

movement (color figure online)
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Then, the transformed curve can be used to evaluate the

captured (x, y) coordinate of the mouse movement and the

resulting distance values, which are shown in Fig. 7. This

newly obtained set of distance values is an expression of

the local deviation of the motion from the constructed ideal

line.

Since these distance values have lost the absolute

commitment to its original screen position (but not its sign,

based on the ideal line), it can already measure global

properties of the local mouse movement. For example, the

sum over all possible distance values states how much the

mouse was moving entirely above or below the ideal line.

The studied properties are as follows:

• The length of the racing line from start to end point as

shown in Fig. 6

• The sum over all distance values

• The zero crossings

The above distances provide individual information

about the type of mouse movements giving the following

global properties:

• Maximum deviation of the values.

• Average amount of the individual values.

• Standard deviation.

• Variance.

Finally, there are some derived features for mouse

movements, which are also considered for more precise

recognition of emotions and their calculations:

• Correlation function of the curve.

• First-order and second-order derivatives with their

specific evaluation.

It should be noted that the following features can be

extracted based on the first and second derivatives of the

identified and utilized emotion recognitions:

• Minimum and maximum of the values.

• Average amount over all values.

• Standard deviation.

• Variance.

• Autocorrelation function.

3.2.3 Time properties

In parallel with the above-discussed features, the time

intervals, which register with the result of a new (x,

y) point, are analyzed. It should not be forgotten that only a

change in the x- or y-coordinate of a new data value is read.

This elapsed time between two consecutive points not only

represents the total time of the mouse movement, but also

describes information about the individual movements.

Later, the next section explains the time between jerky and

slow motions. Also, it can be used to distinguish verse

breaks in existing movements very well. A complete

overview of all the examined features is firstly presented in

Fig. 8. It shows a possible sequence of values of time

intervals, from which the main features are very well seen.

This figure presents the time between the clicks. This figure

is only a demonstration of a sample of registered mouse

keystrokes.

As can be seen initially, it is similar to the local varia-

tion, made and analyzed with a number of time delta val-

ues. Then, first two statements about the time relationships

are possible:

• Total time of motion by summing over all values

• Average time distance between two points or the

average required time.

However, when a change occurs to the location coor-

dinates of the mouse movements, then averaging is per-

formed on the following:

• Standard deviation of individual values.

• Variance of these values.

Finally, the derived variables of mouse movements and

keystrokes are as follows:

• Correlation function.

• First derivative.

• Second derivative with the corresponding analysis.

The formation of a distribution function of these values

and the derived properties of this distribution function lead

to the catalogue of properties and thus the distribution
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Fig. 8 Elapsed time between the modified coordinates of mouse

keystrokes
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function. The first derivation of the distribution function

with a corresponding evaluation is also added.

3.3 Touch screen (single touch)

The touch screen is only able to determine points in x-, y-

and z-coordinates. User interaction with touch screen

monitors only results the changes in these coordinate val-

ues [48, 63]. These values along with the time interval of

changes are collected and prepared to measure the other

important features such as velocity and movement details.

Recently, there are technologies that utilize user’s eye

movement, hand gestures and other behaviors to enhance

touch capabilities of a touch screen monitor. All of these

advanced technologies are the combination of image pro-

cessing and advanced AI techniques with the touch screen

monitors. However, human emotions recognition in touch

screen technology is in its initial stages of its development.

It is expected that the better techniques will be invented in

the future to capture human emotions more dynamically

and accurately.

The most significant expansion was therefore to com-

plement the additional available z-component, which has

been evaluated in parallel. Thus, analogous reads the (x,

y) coordinates of an initial set of z-values, where they open

up a value range between 0 and 255. Based on this history,

the following features are accessible:

• Average of all z-values.

• Minimum value.

• Maximum value.

• Standard deviation.

• Variance.

• First derivatives.

• Second derivatives.

• Correlation function.

Straight from the emerging contours of the first and

second derivatives as well as the correlation function,

above additional values can be used to interpret better.

These values will be recorded and played to the crowd with

the observed features.

By considering this number of features on touch screen

monitors, all the values are obtained from the Cartesian

coordinate system. However, a three-dimensional coordi-

nate space is presented. This can also offer a transforma-

tion in spherical coordinates (r, a, b).

4 Evaluation

This section demonstrates the diagnosis of the research

based on the theories and methods of research

methodology.

4.1 Evaluation criteria

Evaluation of the system is based on the emotions recog-

nition methods and machine learning techniques, which

have been used in the affective system. There are several

criteria to evaluate and measure the performance of the

system. These criteria are listed in Table 2.

Classification/recognition accuracy is the value that

shows how precise a system is able to recognize the

emotions. It is mostly focused on the output of machine

learning techniques. This criterion is measured by the

machine learning classification methods. Generally, for this

purpose, from 60 to 80 % of the data would be trained, and

then, the rest of 20–40 % of the remaining data would be

tested. In the testing section, machine learning method

ignores the recorded emotions and predicts/estimates them

according to the training section, and later, the final result

of recognized emotions (estimated emotions) would be

compared to the real recorded emotions. The percentage

rate of true classified/recognized emotions is known as

recognition accuracy. This value can be represented either

as a range of [0, 1] or as percentage. Higher classification

accuracy shows higher performance in recognition process.

False-positive rate represents false classified emotions.

These emotions are recognized, but they are not matched

with the recorded emotions, which are known as false-

positive. The resulted percentage of these classified data in

the whole dataset is called as false-positive rate. It has the

same range of recognition accuracy and can be presented in

percentage as well. Despite the recognition accuracy, the

lower false-positive ate shows less false detection for

emotions, therefore a system having a better performance

[64].

Computational time is a classification procedure that

takes some time to be applied on the collected dataset.

Different classifiers follow different algorithms, and they

have different time complexity. The time that is taken for

each classification from the beginning to the end is called

computational time or process time. This criterion is mostly

related to the nature of the machine learning method and

Table 2 Criteria of evaluation

for the recognition methods
No. Criteria Description

1 Classification/recognition accuracy This shows how accurate a system recognizes the emotions

2 False-positive rate This parameter shows the failure rate in detection

3 Computational time The required time for the process to be completed
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the amount of data for training and testing iterations. This

parameter is measured in seconds, and lower values show

faster emotion recognition [65].

Research studies are trying to improve these values by

increasing the recognition accuracy, decreasing false-

positive rates and computational time [66].

4.2 Data analysis and evaluation

Evaluations and data analysis were based on the collected

data from the prototype software. This section presents

different evaluations step by step from classic emotions

recognition with the previously discussed features to answer

the questions that have been raised in the earlier sections.

The recognition performance is determined by using

SVM (with nonlinear Gaussian Kernel) and ANN as clas-

sifiers in terms of classification accuracy, false-positive and

false-negative rates.

4.2.1 Normalized and maximum classification results

The experiments for every entry in the confusion matrix

(Tables 3, 4, 5, 6, 7, 8) are done independently. Therefore,

the sum of the recognition accuracy and their relative false-

negative values may be more and/or \100 %. To report

more reliable results, the false-negative rates have been

normalized. The numbers in parenthesis (for SVM classi-

fication) are the maximum possible error rates (false-

positive and false-negative rates), which have been mea-

sured on many iterative runs of the SVM classification

[67]. The maximum and normalized values show the pos-

sible inaccuracies in the experiment. However, classifica-

tion experiment on a more homogenous dataset would

result less difference among minimum, maximum, average

and normalized values of the classification.

4.2.2 Keyboard keystroke dynamics

The number of mistakes in typing (backspace ? delete

key) was calculated as it shows the proficiency of user in

typing. These mistakes can reflect the user’s emotions.

There are many different methods to correct the mistakes

(e.g., selection with the mouse and replacement with

keystrokes). It was not possible to catch all of the possible

correction scenarios as keystrokes were collected from

different applications environments and so we did not have

any control on them. However, this feature does give a

general idea of the number of mistakes being made.

Outliers for all of the features that involved multiple

keys were calculated to remove these pauses (e.g., digraph

and trigraph latencies). They were removed by considering

the mean and standard deviation for all keystroke dynamic

Table 3 SVM: confusion

matrix with the normalized

values for mouse (touch pad)

features classification

Bold values are the ‘‘true

positives’’ and the rest are

‘‘false positives’’

Intended emotions Detected emotions

Neutral Fright Sadness Nervousness

Neutral 0.930 0.022 0.028 0.020

Fright 0.202 0.787 0.004 (0.040) 0.007

Sadness 0.061 (0.084) 0.012 0.912 0.015

Nervousness 0.085 (0.175) 0.015 0.065 0.835

Table 4 ANN: confusion matrix with the normalized values for

mouse (touch pad) features classification

Intended emotions Detected emotions

Neutral Fright Sadness Nervousness

Neutral 0.911 0.042 0.015 0.032

Fright 0.333 0.631 0.024 0.012

Sadness 0.025 0.102 0.852 0.021

Nervousness 0.020 0.097 0.142 0.741

Bold values are the ‘‘true positives’’ and the rest are ‘‘false positives’’

Table 5 SVM: confusion matrix with the normalized values for

touch screen

Selected emotion Detected emotion

Neutral Fright Sadness Nervousness

Neutral 0.710 0.178 (0.321) 0.090 0.022

Fright 0.015 0.900 0.073 0.012

Sadness 0.008 0.099 (0.113) 0.893 0.000

Nervousness 0.071 0.354 0.022 0.553

Bold values are the ‘‘true positives’’ and the rest are ‘‘false positives’’

Table 6 ANN: confusion matrix with the normalized values for

touch screen

Selected emotion Detected emotion

Neutral Fright Sadness Nervousness

Neutral 0.538 0.322 0.094 0.046

Fright 0.068 0.830 0.081 0.021

Sadness 0.130 0.081 0.781 0.008

Nervousness 0.164 0.203 0.102 0.531

Bold values are the ‘‘true positives’’ and the rest are ‘‘false positives’’
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features, which they were 12 standard deviations greater

than the mean for each individual participant [53]. This

process has been considered in the prototype application

while recording and collecting the data from users.

The percentage values in Fig. 9 show the classification

results of human emotions based on the keyboard keystroke

dynamics with their false-positive rates by ANN and SVM.

Fright emotion has the strongest classification accuracy of

91.24 % by SVM and the least value of 4.35 % for false-

positive rate in SVM classification.

4.2.3 Mouse (touch pad: single touch)

Figure 10 shows two primary and simple emotion recog-

nition results separately. In the first detection process,

features were selected randomly and the result is shown in

a lighter (orange) color. Clearly, the best result was on

Neutral emotion, but for the other emotions, the outcome is

\40 %. Then, in the second round, the features were

selected according to the Schuller [48], and it turned to the

blue results that are far better than the first result. In con-

trast to the weak result percentage of fright (afraid) emo-

tion, the other two emotions of pensive and annoyed results

are remarkably improved. There are two exemplary emo-

tions that are clearly satisfied in this network diagram,

which are pensive and annoyed. Depending on the values at

zero, the more dissatisfied section was the subject of rec-

ognition of the corresponding emotion. But neutral was a

very different emotion, apart from the emotion category for

the time being. Each person has their own movement and

behavior of the mouse that is a general synthetic dataset

which was not individually tailored.

In details, the collected data from our volunteers were

evaluated; then, it is tried to analyze with their emotions.

Tables 3 and 4 and Figs. 11 and 12 summarize the evaluation

of all collected datasets on four sets of emotions. This evalu-

ation was performed based on the collected data vectors [68,

69] and written in a confusion matrix. Each emotion set was

trained and evaluated separately. The overall average of the

correctly classified emotions is 0.866 with a mean variance of

0.075. In summary, the following two precision characteristics

in determining the results are particularly striking:

• The highest precision is recognized in the neutral and

annoyed categories.

• The lowest precision is for the fright (afraid) category.

Table 7 SVM: confusion

matrix with the normalized

values of keyboard, mouse

(touch pad) and touch screen

Bold values are the ‘‘true

positives’’ and the rest are

‘‘false positives’’

Selected emotion Detected emotion

Neutral Fright Sadness Nervousness

Neutral 0.851 0.121 0.006 (0.076) 0.022

Fright 0.001 0.932 0.055 (0.082) 0.012

Sadness 0.009 0.064 (0.118) 0.921 0.006

Nervousness 0.092 0.261 0.087 (0.122) 0.650

Table 8 ANN: confusion matrix with the normalized values of

keyboard, mouse (touch pad) and touch screen

Selected emotion Detected emotion

Neutral Fright Sadness Nervousness

Neutral 0.883 0.018 0.053 0.046

Fright 0.011 0.810 0.137 0.042

Sadness 0.071 0.039 0.807 0.083

Nervousness 0.075 0.071 0.092 0.762

Bold values are the ‘‘true positives’’ and the rest are ‘‘false positives’’

Nervousness Neutral Sadness Fright
ANN Accuracy 78.12 81.1 80.7 76.2
SVM Accuracy 85.2 79.4 87.1 91.24
ANN False Posi�ve 9.46 7.8 4.06 5.63
SVM False Posi�ve 10.26 17.6 9.36 4.35
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Fig. 9 Keyboard keystroke dynamics classification accuracy and

false-positive rates of ANN and SVM

Fig. 10 Percentage of emotions recognition in two phases by

changing the features
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The correctly classified emotions by RapidMiner are the

values at the junction of the same detected emotion with

the intended emotion as shown in bold in Table 3 and

Table 4. The other values are false-positive alarms, which

are classified incorrectly. The increased classification rate

for neutral emotion can be explained easily.

The test subjects were accumulated primarily with

expectations of neutral data vectors for the emotion,

because this is probably the most common emotion, which

is felt to have been distributed over the days. For example,

the collected data by the volunteers at the individual days

can be represented neutral with up to 93 % on certain days.

Annoyed caused a different system behavior. If a PC

user has the emotion of annoyed, he moves the mouse

usually very fast and also fixed with short presses on the

mouse button. The properties of mouse movement are fast

and brief. In the short press, the mouse pointer does not

move. Thus, generally, no movement is detected during the

mouse click. Above all, the movement between pressing

the mouse button (clicking) gives information about the

emotion. The movements are almost in all cases, strongly

oriented toward a goal, and thus, the coordinates of the

determined distances to the ideal line are rather low.

But a question still remains on why the precision of the

detection is still low. The probable answer was found when

the analysis on the volunteers was performed. At the time

of working in different situations with the computer, they

are not sure about their own emotions. When they are

asked to identify their emotions, they are rather unsure

what kind of emotion they have at the moment.

The most inaccurate result was obtained in fright

(afraid) emotion. The reason is that just moving the mouse

while pressing the mouse button is relevant to this emotion.

Thus, an insecure person presses a little longer and delib-

erates on the mouse, where they will lead, and the person

did not intend slight movement of the cursor. Data analysis

of the features is shown for the recognition of emotion, and

it is not very meaningful, and this is probably one of the

reasons for the lower values in the confusion matrix.

Finally, it can be concluded that although the recogni-

tion of emotion in sufficient degree happens, unfortunately

the lack of standard hardware with significant qualities

causes a lower accuracy. It would be very important to

have several data collection periods to increase the strength

of the data. It also brings more clarity about the emotions,

and it enables better detection.

4.2.4 Touch screen (single touch)

In the signal processing field, it is already known that the

auto correlation function (ACF) is the function of u(T) by a

measure of the inner context of a signal s(t). Therefore, it is

a measure of similarity or correlation of signal sections. In

the other words, s is a shifted time against each other [70]:

u sð Þ ¼ lim
T!1

1

T

ZT
2

�T
2

s tð Þs t þ sð Þdt ð1Þ

The ACF is recorded directly as the temporal correlation

function of a time series. There is a context in each one,

and it is examined the same measure at different time

points and plotted as a function of the difference. This

feature implies as the memory of the system. The ACF

consists of only a single peak at s = 0 and disappears for

all other s values. Then, the series of measurements can be

analyzed in a completely reliable, stochastic behavior.

Thus, for s = 0, the internal consistency of the signal is

the greatest, and the resulting value is an addition with the

power of the signal s(t). For s[ 0, the value of the ACF is

small, with u(s) while s ? ? tends to zero when s(t) is

neither a constant nor contains a periodic component,

especially when voice signals are more pronounced by

negative correlation values of significance. For example,

with a male speaker for ms5 & s significant negative
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values, this is at a fundamental frequency of the speaker of

100 Hz due to the shift by a half wave.

Finally, ACF can suppress the signals, which are

superimposed by a noise, and their noise signal pulse

duration is very small compared with the signals to inter-

ference suppression. From the theory of the noise, it is

apparent that particular white noise can be suppressed by

the autocorrelation method. This is possible even if the

measuring signal in time domain is no longer detected in

the noise because it goes down.

4.2.5 ACF on z-values

Now, it would be an attempt to transfer the meaning of the

ACF in a speech signal to the resulting data series. The

broadest sense is a kind of power function with the cor-

responding z-values. A very slow pressure on the screen

surface and also harmonic pressure reduction lead to a

significantly higher value of the ACF at s = 0, such as a

very jerky, short pressure pulse. Similarly, the mentioned

strong negative values can achieve a magnitude of much

higher value than the short and strong pulses by a slow

press on the screen.

It also seems plausible that PC users tend to be at a

certain emotion when they touch the screen in the same

way, but each time you touch it too shortly may result the

system recognition inaccuracies. This fact can now be

compared with the noise as previously mentioned. The

small deviations overlap is registered as a white noise with

a kind of pure basic series of z-values, which is typical for

a specific emotion. It can be processed by using the ACF

with a particular degree of strong noisy signals. This is a

striking indication of the importance of the ACF for the

components of a data series.

Tables 5, 6 and Figs. 13, 14 show the final normalized

results over all the test subjects. The overall confusion

matrix with an overall mean value of 0.76 (76 %) for the

correctly classified emotions, as shown in bold font, is

achieved. After the evaluation of the existing system for

the detection of the four emotions, with their detailed

explanations, it can be concluded that this system can be

used for emotion recognition with an acceptable accuracy.

4.3 Hybrid of keyboard–mouse (touch pad)–touch

screen

After each individual evaluation on analysis of keyboard

keystroke dynamics, mouse movements and touch screen

interaction, a hybrid model is tested. In the hybrid model,

the accuracy of the fright (afraid) emotion is the best

among the others. Neutral and Nervousness have the lowest

accuracies, and these two emotions have the greatest rate of

confusion with each other. These results are tabulated in

Table 7.

As it can be seen in Tables 7, 8 and Figs. 15, 16, all of

the four emotions have been detected more accurately by

using a hybrid and combination of all three input devices

(keyboard, mouse and touch screen). Also in some cases,

the error has been escalated a little bit, but the increase in

performance is much higher than the error rates (false-

positive and false-negative rates).

5 Discussion

The three evaluation criteria used in this study were as

follows:

• The recognition accuracy is the most important crite-

rion in the evaluation. The proposed methods of this

research have been evaluated in terms of classification/

recognition accuracy; then, at the end, they are

compared with the similar research areas in measuring

human emotions recognition accuracy in computing.

• The false-positive rate has been shown in every

confusion table. However, the lack of enough
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information in the previous research papers, comparing

the results of this study with the similar works, was not

possible.

• The computational/processing time. This is only related

to the classification methods and the number of

extracted features.

Previously researchers tried to gain more precise results

in affective computing, while some fails to consider all

different aspects of efficiency, usability and real-time

performance. This research tried to obtain a reliable

method which considers all these aspects and is more

suitable to be applied in real-world applications. It could

gain a high accuracy in comparison with the other scholarly

research, especially by combining three methods together.

A reliable high accurate result of 93.20 % by SVM clas-

sification method has been achieved, which is competitive

with all other previous methods. However, facial expres-

sions stands on the top, yet our hybrid method could fulfill

deficiency and limitations of image processing techniques.

Figure 17 compares the achieved result with the other

methods and accuracies discussed earlier.

The final result of 93.20 % was compared with the

superior research on affective computing with different

methods. An affective system based on EEG has gained the

accuracy of 66 % in the years of 2009 and 2010 [44, 45]. In

2013, despite other similar research by EEG, 91.33 % of

accuracy is achieved by using KNN machine learning

method [47]. Regarding NLP, in 2008, Lei et al. [31] got

the result of 74.1 % in the emotion of anger; Calvo and

Kim [33] achieved 77.30 % in anger/disgust and Joy by

using CNMF method. Voice processing in emotion rec-

ognition achieved the 78.64 % of accuracy [39, 71].

Affective systems based on body gesture recognition have

been resulted in 81 % by Gunes and Piccardi [27]. The

most similar approaches to this research method have been

done by Milanova and Sirakov [49]; they gained 87 % of

emotions recognition accuracy. The best competitive

method is facial expression recognition, which has been

improved a lot. Among many researchers in facial

expression recognition, Konar et al. [16], Kao and Fahn

[17] and Beaudrya et al. [20] got 88.68, 90 and 95.24 %,

respectively, of accuracy. Figure 17 shows that the meth-

ods employed in this research have resulted roughly 6 %

better than the similar methods.

6 Conclusion and future work

This research has proposed a hybrid solution for human

emotion recognition (affective computing), which is out-

standing from different aspects. Firstly, the recognition

accuracy by using SVM classification shows a reliable

93.20 % of accuracy at the best of its recognition rate in

this study. Secondly, the computational time of this

methodology is much less than the other techniques such as

image and signal processing. Thirdly, the required hard-

ware in this research is mostly available in all personal

computers. Finally, this research has eliminated the dis-

cussed privacy issues by using camera and microphone.

To name a few limitations of this research, we can refer

to the new input devices such as multi-touch touch pads
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and multi-touch touch screen displays, which are not

covered in this scope. Human emotion is a cognitive con-

cept and is hard to recognize the exact emotion with its

degree. This research collected the data based on the users’

Self-Reported emotion. It is possible that the users could

not identify their own emotions properly, which may alter

the results. Furthermore, the achieved result is limited to

some few groups of emotions, which are common in the

similar research to make a comparative analysis. However,

other emotions were not investigated. At last, evaluation

was conducted based on only three criteria, which can be

extended in future to cover more aspects of efficiency and

usability.

Many researchers in affective computing and psychol-

ogy proved that there are some minor differences in the

definitions and expressions of each emotion among people

all around the world with different language and cultural

backgrounds [7]. Participants in the research showed only

the emotional features on themselves, and the resulted data

may not be extended to the other people from other part of

the world. Lack of a standard framework on emotions for

people in different regions is one of the critiques of this

research and the whole field of research for affective

computing. Lewis has discussed the strength of our

hypothesis to cluster the collected data based on the lan-

guage and cultural backgrounds to differentiate the results

based on the emotions [7].

To address the above issues, we are currently working

on a fuzzy model for affective computing to detect other

available emotions (not only one emotion) with their

dominance values [72, 73]. This fuzzy model tries to

cluster and classify the emotions based on the cultural

differences. Building a universal model to be extended and

used on all users globally is an open challenge in affective

computing [74, 75].

We also plan to implement this method on new devices

with new features and platforms such as smart phones.

Result of this research is going to be used in a recom-

mender system [74] in a way that system adjusts its rec-

ommendation according to user’s emotions and

interactions.
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